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The motivation of new detector(DCV)
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FIG. 3. Reconstructed π0 transverse momentum (Pt) versus
π0 decay vertex position (Zvtx) plot of the events with all the
cuts imposed. The region surrounded by red lines is the sig-
nal region. The black dots represent observed events, and the
contour indicates the KL → π0νν signal distribution derived
from the MC simulation. The black italic (red regular) num-
bers indicate the numbers of observed (expected background)
events for the regions inside the lines.

which was a veto counter of plastic scintillator for charged
particles located in front of CSI. In this background,
when a halo-neutron hit CV and produced an η meson,
and the two photons from the η decay hit CSI, the two
clusters were reconstructed using the π0 mass hypoth-
esis which pushes the reconstructed Zvtx upstream into
the signal region. This background was suppressed by
imposing a cut which evaluates the consistency of the
shape of the clusters with the incident angle of the pho-
tons originated from the η→ 2γ decay produced at CV.
The number of the background events was estimated to
be 0.04.

Conclusions and prospects. After all the cuts were im-
posed, no signal candidate events were observed as shown
in Fig. 3. Assuming Poisson statistics with uncertainties
taken into account [38], the upper limit for the branch-
ing fraction of the KL → π0νν decay was obtained to
be 3.0 × 10−9 at the 90% C.L. The upper limit for the
KL → π0X0 decay was also set to be 2.4 × 10−9 (90%
C.L.) for mX0 = mπ0 . These results improve the upper
limit of the direct search by almost an order of magni-
tude.

Based on this analysis, we developed necessary mea-
sures to reach better sensitivity. We anticipate to im-
prove background rejection with data collected after 2015
with a newly-added veto counter in 2016 [39] and more
refined analysis methodologies, exploiting the substan-
tially higher statistics of the collected control samples.
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CHAPTER 2 The KOTO Experiment
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Figure 2.1: Cut-out-view of the KOTO detector assembly in the physics run in May, 2013. Detectors
with their names written in blue, green and red letter consists of mainly lead-scintillator sampling
calorimeter, plastic scintillator and undoped CsI crystal, respectively. The downstream detector
named as BHPV is lead-aerogel sandwich detector. Detail of each detector appears in Section 2.2.5
and 2.2.6.

Narrowly-collimated beam
In the π0 reconstruction process, assumption of decay on the beam axis is necessary as described
in Sec. 2.1.2. This requires KL beam with a small cross section, which is called “pencil beam,” so
that deviation of decay vertex from the beam axis is neglected. This pencil beam method also plays
an important role to give a kinematical limit on transverse momentum of beam KL. Thanks to
this feature, transverse momentum of incident KL is considered to be zero and that of a decay π0

is clearly resolved. Since π0 from the KL → π0νν decay tends to have large transverse momentum
due to emission of two neutrinos, this is one of the most critical kinematic variable for signal
identification and the narrow beam is indispensable for this experiment.

Long beam line
At the production target, neutral short-lived particles which can mimic the KL → π0νν signal are
also generated. For example, it is possible that a Λ particle gives the same state of “two photons and
nothing” with KL → π0νν through its decay of Λ → π0n. In order to suppress contaminations from
such short-lived particles, the beam line is designed to be long so that they completely decay out
before reaching the detector. In this experiment, distance between the production target and the
detector is 21.5 m. As a result of a Geant4 [49] simulation with the hadron package of QGSP BERT
[50], where a gold target was bombarded with 30 GeV protons, the relative Λ yield to that of KL

at the detector position was estimated to be 3 × 10−15. This number*1 is small enough compared
to expected sensitivity of this experiment. As a result, only stable or long-lived neutral particles,

*1In this simulation, Λ particles generated in the target were collected at its surface and the number of those
within the direction of 16± 1◦ with respect to incident protons was counted considering survival probability after the
21.5-m-long beam line for each Λ.
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TABLE II. Summary of relative systematic uncertainties in
the single event sensitivity.

source uncertainty [%]
trigger effect 1.9
photon selection cuts 0.81
kinematic cuts for KL→π0νν 5.1
veto cuts 3.7
shape-related cuts 5.1
KL momentum spectrum 1.1
kinematic cuts for KL→2π0 2.7
KL→2π0 branching fraction 0.69
normalization modes inconsistency 5.6
total 11

TABLE III. Summary of background estimation.

source Number of events
KL decay KL→π+π−π0 0.05 ± 0.02

KL→2π0 0.02 ± 0.02
other KL decays 0.03 ± 0.01

neutron-induced hadron-cluster 0.24 ± 0.17
upstream-π0 0.04 ± 0.03
CV-η 0.04 ± 0.02

total 0.42 ± 0.18

(MC), was used to estimate the systematic uncertainty of
the ith cut. The sum in quadrature of the uncertainties
for each of the kinematic cuts and shape-related cuts re-
sulted in a total systematic uncertainty of 5.1% for both
sets, as shown in Table II. The sensitivity was measured
with the KL→3π0 and KL→2γ decays, and their differ-
ence contributed the single largest source of systematic
uncertainties of 5.6%.
Background estimation. Table III summarizes the

background estimation. The total number of estimated
background events in the signal region was 0.42 ± 0.18.
We categorized background sources into two groups: KL

decay background and neutron-induced background.
The KL decay background was estimated using MC

simulations. The KL→π+π−π0 background was due to
the absorption of charged pions in the un-instrumented
material downstream of CSI. The background fromKL→
2π0 and other KL decays was found to be small in this
analysis.
The neutron-induced background, which was caused

by halo-neutrons hitting a detector component, was sub-
divided into following three categories.
The background called “hadron-cluster” [33] was

caused by a halo-neutron directly hitting CSI and creat-
ing a hadronic shower and by a neutron produced in the
primary shower to create a second, separated hadronic
shower. These two showers mimicked the clusters from
π0→2γ. A data-driven approach was taken to estimate
this background. A control sample was collected in spe-
cial runs with a 10-mm-thick aluminum plate inserted
to the beam core at Z = −634 mm to scatter neutrons.

Two-cluster events were selected in this control sample
with selection criteria similar to those used for the sig-
nal sample. Two types of cuts were used to reduce the
contamination from these neutron-induced events based
on cluster shape discrimination [34] and pulse shape dis-
crimination [35]. A photon-like cluster was selected by
considering several variables based on an electromagnetic
shower library produced by the MC simulation. The vari-
able with the most discriminating power between pho-
ton and neutron clusters was an energy-based likelihood
calculated using the accumulated energy distribution in
each crystal as a probability density function. Addi-
tional variables, such as global energy and cluster tim-
ing information, were used in minimum chi-square esti-
mations and combined with the energy-based likelihood
as inputs to a neural network [36] with a single output
variable able to distinguish between electromagnetic and
hadronic cluster hypotheses. The pulse shape discrimi-
nation used the waveform of read-out signal from each
CSI crystal. The waveform was fitted to the following
asymmetric Gaussian:

A(t) = |A| exp

(

−
(t− t0)2

2σ(t)2

)

, (2)

where σ(t) = σ0 + a(t− t0) depends on the timing differ-
ence from the mean of the Gaussian (t0). Using tem-
plates of the fit parameters, σ0 and a, obtained in a
hadron-cluster control sample and by a photon sample
from KL→ 3π0, a likelihood ratio was calculated to de-
termine which of the hadron-cluster and the two-photon
event was more likely to be. We evaluated the rejection
power of cuts based on these two discrimination variables
for the Al-plate control sample by taking their correla-
tion into account. The number of the background events
was normalized by comparing the numbers of events of
the signal sample and of the control sample outside the
signal region before imposing these cuts. The number of
the background events was estimated to be 0.24. Note
that this is an overestimate due to kaon contamination
in the control sample, which we were unable to subtract
quantitatively from the estimation because of the limited
statistics.
The background called “upstream-π0” was caused by

halo-neutrons hitting the NCC counter in the upstream
end of the decay volume and producing π0’s. The re-
constructed Zvtx for such decays is shifted downstream
into the signal region if the energies of photons were mis-
measured to be smaller due to photo-nuclear interactions
in CSI, or if one photon in the CSI is paired to a sec-
ondary neutron interacting in the CSI to reconstruct the
π0. This background was evaluated by simulation, and
the yield was normalized to the number of events in the
upstream region in the data and MC. We estimated the
number of this background to be 0.04.
The background called “CV-η” stemmed from the η

production in the halo-neutron interaction with CV [37],

DCV1 DCV2

2𝛄 + Nothing

• We needed new detector before 
interacting with dead materials

Membrane
G10 Pipe Al Pipe

KL→π0νν decay 
Branching ratio : 3.0×10-11 in SM

νν
Interacting point with material for π+, π-

PRL 122, 021802 (2019)

New detector : DCV(Downstream Charged Veto)

• The number of KL→π+π-π0 events can reach 
approximately 2 at SM sensitivity.
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Fabrication of DCV

Wavelength shifting 
Fiber(Y-11 from Kuraray)

Plastic Scintillator 
(EJ-200 from Eljen)

MPPC

Light guide Light guide

MPPC

MPPC

MPPC MPPC

Minimum radius of curvature : 20 mm

5 mm

• Due to very limited space, we are trying 
a new scheme of light collection.

DCV1

1410 mm 1460 mm

173.5 mm

157.5 mm

171.5 mm

DCV2

12 μm Al film

MPPC : S13360-6050PE from HAMAMATSU

•MPPC Gain Measurement(Grouping) > Fiber Light Yield Test(Selection) > Gluing > 
Evacuation >  Wrapping > Cosmic-ray Test > Installation > First Beam Commissioning

• From the Cosmic-ray test, we got 60 p.e. at the center of DCV.
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How to do Energy Calibration of DCV

Cosmic-ray tracking

Configuration
membrane

FCV
FCV

CsI
LCV CC04 CC05 CC06

DCV1 DCV2

CC03 CC04 CC05

Z
Module 1

Module 3

Module 0 Module 2

0 1

2

53

4

x

y

N1 : Normalization Factor for each MPPC. 
N2 : Normalization Factor for a pair of  
        MPPC at Upstream(Downstream) 
N3 : Normalization Factor for 4 MPPC.DCV

N1

N2 

N3

N1

N1

N1

N2 

Calibration Factor =
Attenuation Factor

N1 × N2 × N3 × PathLengthFactor
× M . C . CorrectionFactor
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Data vs M.C.
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Calibration Factor during Beam Time
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• Calibration Factors tend to increase over time



DCVModuleNumber
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Attenuation Length
• Trigger : DCV Self(Cosmic-ray)
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•Hit Condition 
1) Hit Module Number = 2 
2) ModuleEne > Ene threshold

ln
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n)
Tdown-Tup[ns]

y = p1x + p0

ΔT = Tdown − Tup

lnRE =
v
λ

ΔT

λ =
v
p1

v = 175 ± 3 mm/ns

λ = Attenuation Length

DCVModuleNumber
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]

λ = 2863 ~ 4308 mm

(Y-11(Kuraray) Att. Length  > 3500 mm)

v = Propagation Velocity

RE =
Eup

Edown

DCV
Tup

Eup Edown

Tdown

(From E391a Barrel Photon Detector)
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Pedestal Stability
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ADC (ch.)

Pedestal Sigma Distribution. for a physics run.

P0 : Normalization factor, P1 : Mean 
P2 : Sigma, P3 : Asymmetric parameter

P0exp[−
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Pulse Shape
Trend of Pedestal Mean
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Pedestal : Mean value of ADC for 
Sample ID 1 ～9
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Pedestal Sigma Stability

Without CV online veto 
Diff. condition of data collection 

p1 : Mean
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•Pedestal Sigma seem to be stable for 
entire period.p3 :  Asymmetric Parameter

p2 : Sigma
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Accidental Loss

•We expect acceptance loss as 3.4 % due to DCV cut(veto window 50ns)

• Detailed study is under going

Configuration
membrane

FCV
FCV

CsI
LCV CC04 CC05 CC06

DCV1 DCV2

CC03

• Energy Threshold ～ 3MeV

• Trigger : Target Monitor
From KL Decay 

CsI Et

• Maximum Incident Angle → 
Minimum Path Length ～ 15.5 mm

Maximum angle of Incident

DCV1 Energy [MeV] DCV2 Energy [MeV]

19% Loss  
(512 ns window)

24% Loss  
(512 ns window)
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ry
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t
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Summary

• To reduce the KL→π+π-π0 background, it is necessary to install a 
new scintillator detectors(DCV) inside the beam pipe. 

• Due to limited space, a new type of light collection is adapted. 

• Fabrication and Installation was finished on Feb. 2019 

•Energy calibration was done with cosmic rays tagged by 
surrounding detectors. 

•The stability of DCV is being checked. 

•Pedestal Sigma seem to be stable for entire period. 

•Attenuation length is reasonable.  

•Acceptance loss is expected approximately 3.4 % due to DCV cut
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